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Resolution Light Microscopy
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1. Introduction

The family of localization microscopy techniques, which com-
prise (F)PALM,[1, 2] STORM,[3] GSDIM,[4] and dSTORM,[5] relies on
localizing stochastically activated fluorescent single molecules
for obtaining a resolution in light microscopy far below the
conventional diffraction limit. A time series of image frames of
randomly different sparse subsets of all emitters is acquired
and analyzed for determining the position of all emitters that
have been activated in the course of the time of the experi-
ment, thereby assembling a super-resolution light microscopy
image of the sample. The key process in analyzing the images
is the localization of single emitters found in the raw frames. A
first step in this process is finding the different regions of inter-
est (ROIs) containing the candidate emitter images. These ROIs
are typically three times larger than the image spot. A second
step is to extract the position of the emitter from the ROI
image by a fitting algorithm. Two different computational algo-
rithms are in common use: the least squares (LS) algorithm
and the maximum likelihood estimation (MLE) algorithm.

Both the LS and MLE methods work with a model for the ex-
pected number of photons mk at pixel k within each ROI, which
is fitted to the measured number of photons nk. Fitting the
model to the data is done by means of maximizing a function,
the logarithm of the likelihood that the model fits the data
given a probabilistic process (noise model). In the case of
Gaussian noise with uniform variance V we find the LS function
[Eq. (1)]:

WLS ¼ �
X

k

nk � mkð Þ2
2 V

ð1Þ

and in the case of shot noise we find the MLE function
[Eq. (2)]:

WMLE ¼
X

k

nk logmk � mk � log nk!ð Þ½ � ð2Þ

In addition, a model for the expected number of photons
per pixel mk as a function of the fit parameters is needed. This
number is found by integrating the point spread function
(PSF) over the a � a pixel area; usually a Gaussian plus constant
background will do fine as model PSF [Eq. (3)]:[6]

H ¼ N
2 ps2 e�

x�x0ð Þ2þ y�y0ð Þ2
2 s2 þ b

a2
ð3Þ

with as fitting parameters the lateral coordinates of the emitter
(x0,y0), the signal photon count N, the spot width s, and the
number of background photons per pixel b. The LS or MLE
function can be optimized with various numerical methods,
such as the Levenberg–Marquardt method. Both models give
viable results and are used in practice.

Both methods have different performance limits. Thompson,
Larson, and Webb (TLW)[7] have proposed an expression for the
best possible localization uncertainty for the LS method (or
“Gaussian mask estimator” as they call it). This limit, with
a small correction due to Mortensen et al. ,[8] is given by
[Eq. (4)]:

Dxj2LS¼
s2 þ a2=12

N
16
9
þ 4 t

� �
ð4Þ

A study of the uncertainty of localizing single-molecule emit-
ters for super-resolution light microscopy is presented. Maxi-
mum likelihood estimation (MLE) is found to be superior to
least-squares fitting for low background levels, but the perfor-
mance difference between the two methods decreases to
a few percent for practical background levels. It is shown that
the performance limit of MLE, the Cram�r–Rao lower bound, is
well described by a concise analytical formula with only spot
width and signal and background photon count as input pa-

rameters. These predictions for the lateral localization uncer-
tainty are compared with the localization error obtained from
repeated localizations of the same single-molecule emitter.
Agreement within a few percent is found, thus verifying the
validity of the fitting model and the concise analytical approxi-
mation. The analysis is extended by novel analytical results for
the dependence of the axial localization uncertainty on back-
ground level for the astigmatic, bifocal, and double-helix meth-
ods.
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with t roughly equal to the ratio between the background in-
tensity b/a2 and the peak signal intensity N/2 ps2 [Eq. (5)]:

t ¼ 2 pb s2 þ a2=12ð Þ
Na2

ð5Þ

The correction of Mortensen et al. pertains to the factor “16/
9” within the brackets, which replaces the original factor “1” of
the TLW formula. The performance limit of the MLE method
corresponds to the Cram�r–Rao lower bound (CRLB), the best
possible variance of an unbiased estimator.[9, 10] According to
Mortensen et al. ,[8] the CRLB is given by [Eq. (6)]:

Dxj2MLE¼
s2 þ a2=12

N
1� t

Z 1

0
dt

t
1þ tet

� ��1

ð6Þ

We have shown previously that this exact but nonanalytical
result can be approximated excellently by a concise analytical
formula [Eq. (7)]:[11]

Dxj2MLE¼
s2 þ a2=12

N
1þ 4 tþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 t

1þ 4 t

r !
ð7Þ

This formula can be derived heuristically as follows. The
factor between brackets in Equation (6) is equal to 1 for t= 0
and scales as 1/4 t for t@ 1. Interpolation between these two
limiting cases then gives a variance of the localization error
proportional to 1 + 4 t. The residual error between the exact
result from Equation (6) and the interpolation 1 + 4 t appears
to be a function that qualitatively behaves as approximatelyffiffiffi

t
p

for small t and levels off to a constant value for large t.
The third term between brackets in Equation (7) describes this
residual rather well. Similar formulas can be obtained for the
CRLB for the spot width s and the signal photon count N (see
the Supporting Information for a derivation) [Eqs. (8) and (9)]:

Dsj2MLE¼
s2

4 N
1þ 8 tþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8 t

1þ 2 t

r !
ð8Þ

DNj2MLE¼ N 1þ 4 tþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

t

14 1þ 2 tð Þ

r� �
ð9Þ

Figure 1 shows the background dependence of the uncer-
tainties as well as the relative error of the analytical approxima-
tions as a function of the dimensionless background parameter
t (less than 2 % for x0 and y0, 2 % for s, and 0.5 % for N).

MLE fitting follows the CRLB [effectively Eq. (7)] for a wide
range of signal and background photon counts.[11, 12] The MLE
method is always superior to the LS method. The performance
difference between the two methods, however, decreases for
increasing background levels. The reason is that the difference
between the noise variance for pixels away from the spot peak
approximately

ffiffiffi
b
p

and the pixel at the spot peak approximate-
ly

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b 1þ t�1ð Þ

p
gets small in the case for which the signal-to-

background ratio decreases. Approximating the likelihood with
a noise model with a uniform noise variance then becomes
a viable approach. Figure 2 shows simulation results to corrob-

orate the given performance limits. The simulation results of
Figure 2 are largely the same as described in ref. [11]. MLE is
indeed superior to LS, but for large values of the background
level b/N they are very close.

The predicted localization uncertainty can be compared to
the experimental localization uncertainty obtained from re-
peated localizations of the same emitter. Such a comparison
can be made by measurements on sparsely labeled control
slides or by hand-picking clusters of localizations from a locali-
zation microscopy data acquisition originating from isolated
single molecules.[13] The MLE prediction for the localization un-
certainty has been found in good agreement with data ob-
tained from such control slides[12] but no comparison with real
localization microscopy data acquisitions has been made so
far.

There are three different methods for measuring the axial
position of single emitters that are often used in practice. The
astigmatic focusing method[14] uses a cylindrical lens for pro-
ducing elongated spots; the aspect ratio of the elliptical spot
shape is a measure of the z-position of the emitter. The bifocal
or biplane method[15] splits the spot in two mutually defocused
subspots imaged on two detector halves; the spot size ratio is
now measuring the z-position. The double-helix method[16, 17]

Figure 1. Dependence of the uncertainty in estimating the emitter position,
the signal photon count, and the width of the fitted Gaussian PSF relative to
the zero background uncertainties as a function of the scaled background
parameter t (top) and the relative error of the approximations for the uncer-
tainties [Eqs. (7)–(9)] as a function of the scaled background parameter t

(bottom).
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splits the spot into two adjacent subspots, such that the rela-
tive orientation of the subspots measures the z-position. Inter-
estingly, the first two methods seem to be a rediscovery of
methods that have been in common use in the field of optical
data storage for decades.[18–20] The CRLB for the spot width in
the two lateral directions (astigmatic method), for the two de-
focused spots (for the bifocal method), or the relative orienta-
tion of the two subspots (for the double-helix method) can be
analyzed with PSF models similar to the standard Gaussian PSF
model, and in turn these CRLB values lead to performance
limits for the axial localization.[21–24]

Herein, we address three issues concerning the MLE meth-
odology. First, we discuss the effects of so-called excess noise
of electron-multiplying charge-coupled devices (EM-CCDs).
Second, we show how the lateral localization uncertainty can
be measured directly and efficiently from standard localization
microscopy datasets and how it compares to the predictions
of MLE fitting. Third, we present semiexact formulas for the
axial localization uncertainty as a function of the background

level similar to the result of Equation (7) for the lateral localiza-
tion uncertainty.

2. Results and Discussion

2.1. Excess Noise

Images acquired with an EM-CCD use an avalanche electron
multiplication process during readout. The electron multiplica-
tion process effectively drowns the readout noise but introdu-
ces an additional noise source, excess noise.[25] Theory suggests
that this excess noise effectively doubles the noise variance
making the localization uncertainty a factor of

ffiffiffi
2
p

worse.[8, 26]

This effect of excess noise, however, is indistinguishable from
an underestimation of the photon count with a factor of two,
because of the way in which the camera gain g is calibrated.
The measured number of photons is calculated from the mea-
sured signal by dividing the latter by the gain g. Usually the
gain g (and the readout noise variance V) is measured from
the linear relation var(I) = g � mean(I) + V between the variance
and the mean of the measured signal based on the assump-
tion that there is only shot noise and readout noise.[27] In the
case of an EM-CCD the readout noise is absent (V = 0) but the
excess noise doubles the shot noise variance, so that the gain
is overestimated by a factor of two. As a consequence, the
measured number of photons is underestimated by a factor of
two. The effect would then be that the localization uncertainty
is a factor

ffiffiffi
2
p

higher than it would be with the correct photon
count and having shot noise only. A better camera calibration
procedure for measuring the photon count from the detector
signal would thus be desirable.

2.2. Lateral Localization Uncertainty

In localization microscopy image acquisition each emitter
switches between an “off” state and an “on” state. The switch-
ing between these states may be described as a first-order pro-
cess characterized by timescales ton and toff. The frame time of
the camera tframe is often somewhat smaller than the on-time
ton so that each activation event lasts typically a few camera
frames. The Nraw localizations fitted from the ROIs in all the in-
dividual camera frames can be condensed into N<Nraw locali-
zation events by grouping spatially nearby localizations (dis-
tance less than three times the sum of the localization uncer-
tainty of the two to-be-merged localization events) in consecu-
tive frames into single localization events. The underlying as-
sumption is that all frames are images of sparsely distributed
active emitters, thus making it likely that localizations obtained
from subsequent camera frames that are spatially close to
each other, are in fact originating from the same active emitter.
This procedure improves the localization uncertainty, as the
average number of photons per localization event now scales
with the fluorescent on-time ton rather than with the frame
time tframe. The best estimation of the emitter position from
a sequence of M localizations is found from the average of the
individual localizations, weighted with the inverse of the locali-
zation variances found from the individual fits. These localiza-

Figure 2. Simulation results for the localization uncertainty scaled with
ffiffiffiffi
N
p

for the MLE method (top) and LS method (bottom) as a function of relative
background level b/N for different signal photon counts N and the scaled lo-
calization uncertainty according to Equation (7) for MLE and Equation (4) for
LS, which show the validity of these performance limits. Simulations are
based on PSFs calculated with vectorial high-numerical-aperture (NA) theory
(assuming water immersion at NA = 1.25 and wavelength l= 500 nm) for
point emitters with randomized position on a grid of 9 � 9 pixels with pixel
size a = 100 nm in object space (corresponding to Nyquist sampling), and
are fitted with a MLE algorithm using a Levenberg–Marquardt optimizer. All
data points are averages over 1000 randomized spot realizations.
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tion variances are obtained from evaluating the Fisher informa-
tion matrix for the set of model parameters (emitter position,
spot width, signal photon count, background) for which the
likelihood function was optimal, and taking the diagonal ele-
ments of the inverse of this Fisher matrix (the CRLB values).

The grouping procedure has an unexpected but desirable
byproduct. We now have a series of independent measure-
ments of the positions of many emitters. The variance of the
distribution of localizations that are grouped into a single lo-
calization event is a direct experimental measure for the locali-
zation error.[17] The localization error is defined as the square
root of the variance of the distribution of position estimates.
Here, the unbiased sample variance (divide by M�1) must be
used instead of the usual sample variance (divide by M) to
compensate for the bias in estimating the variance for short
run lengths M. This measure for the localization error can be
compared directly to the mean MLE-based localization uncer-
tainty. The advantage of this method is that it does not require
analysis of additional beads or of hand-picked clusters of locali-
zations originating from isolated emitters.

We have analyzed a dataset (an acquisition of Alexa 647-la-
beled tubulin networks in fixed HeLa cells, shown in Figure 2 a
of ref. [28]) to compare the analytical approximation Equa-
tion (7) with the MLE-based localization uncertainty
Dx jMLE obtained from the numerical spot-fitting procedure, as
well as to compare the root-mean-square localization error of
a group of subsequent localization events Dx j loc with the
mean value of Dx jMLE for the sequence of localizations. The
average (standard deviation) of the dimensionless background
parameter t over all grouped localization events was 0.53
(0.28) and the average (standard deviation) of the ratio of the
analytical approximation of the numerical MLE-based localiza-
tion uncertainty Dx jMLE over all grouped localization events
was 1.013 (0.026), thus indicating an excellent agreement be-
tween the two descriptions. Incidentally, for this background
level the difference between MLE- and LS-based fitting is only
about 3 %, consistent with the small difference in image resolu-
tion reported in ref. [28] .

Figure 3 shows the scaled localization error as a function of
the scaled background parameter together with the prediction
of Equation (7), which shows excellent agreement. Figure 3
also shows the ratio of the localization error and the MLE-
based localization uncertainty as a function of run length of
the event. The ratio increases somewhat for larger run lengths
from a value close to 1 for the shorter run lengths to a value
a bit elevated above 1 for the larger run lengths. The average
(weighted with the inverse variance) over all run lengths
shows that the measured localization error is about 3 % higher
than the MLE-based localization uncertainty. It may be con-
cluded that the MLE-based localization uncertainty Dx jMLE is
a good predictor of the experimental localization uncertainty.
We have also investigated the effects of filtering the set of
found localization events. It is custom, for example, to ignore
the dimmer localization events in order to avoid false positives.
Different settings of the fit parameter ranges that are deemed
as acceptable can give rise to variations of a few percent in

the reported ratio between the experimental and predicted lo-
calization uncertainty (data not shown).

2.3. Axial Localization Uncertainty

2.3.1. Bifocal Method

In the bifocal method two mutually defocused spots are mea-
sured giving estimates for the lateral position and for the spot
width sj, the signal photon count Nj, and background photon
count per pixel bj in the two defocused channels j = � . The ex-
pected values for the spot widths are modeled by [Eq. (10)]:

s2
� ¼ s2

0 1þ z � lð Þ2
d2

� �
ð10Þ

with s0 the spot size in focus, z the axial position of the emit-
ter, 2 l the mutual defocus of the two channels, and d a mea-
sure of the focal depth. Usually, both l and d are obtained by
a calibration measurement. The axial emitter position can be
derived most easily from the focus S curve [Eq. (11)]:

Figure 3. Measured scaled localization error Dx j loc

ffiffiffiffi
N
p

/s as a function of the
measured scaled background parameter t with the theoretical curve of
Equation (7) (top) showing excellent agreement between theory and experi-
ment, and the ratio of the localization error and the mean MLE-based esti-
mate of the localization uncertainty as a function of the run length of the
group of subsequent localizations of the same emitter (bottom) showing
a ratio close to 1.
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F ¼ s2
þ � s2

�
s2
þ þ s2

�
¼ 2 lz

l2 þ d2 þ z2
ð11Þ

which, advantageously, does not depend on the nominal spot
width s0 but only on the to-be-determined axial position z and
on the two calibration parameters l and d. Inverting this rela-
tion gives the axial position as [Eq. (12)]:

z ¼ l2 þ d2ð ÞF
l þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 þ l2 þ d2ð ÞF2

p ð12Þ

The axial position can be determined uniquely from F in the
range

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 þ d2
p

> z > �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 þ d2
p

. Expanding this range re-
quires a different procedure with knowledge of the parameter
s0. Significant gains in axial range are not realistic, as the suc-
cess rate of the fitting procedure and the lateral localization
uncertainty deteriorate for the large spot sizes at axial posi-
tions beyond �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 þ d2
p

. This may be improved by multifocal
imaging.[29, 30]

The MLE-based uncertainty in s� is given by Equation (8).
Error propagation then leads to an uncertainty in F [Eq. (13)]:

DFð Þ2¼ 1� F2ð Þ Dsþ
sþ

� �2

þ Ds�
s�

� �2� �
ð13Þ

and an uncertainty in z [Eq. (14) ; bf = bifocal]:

Dzð Þ2bf¼
l2 þ d2 þ z2ð Þ4

4 l2 l2 þ d2 � z2ð Þ2 DFð Þ2 ð14Þ

The axial localization uncertainty is lowest at z = 0 and in-
creases towards the outer values of the defocus range
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 þ d2
p

. At z = 0 we find [Eq. (15)]:

Dzð Þbf¼
l2 þ d2

2 l
ffiffiffiffi
N
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 8 tþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8 t

1þ 2 t

rs
ð15Þ

in which it is also used that on average N+ = N�= N/2 and b+

= b�= b/2, with N and b the total number of signal and back-
ground photons, respectively, so that [Eq. (16)]:

t� ¼ t ¼
2 pb s2

0 1þ l2=d2ð Þ þ a2=12
� �

Na2
ð16Þ

The lowest uncertainty is found for l = d leading to a scaling
proportional to d=2

ffiffiffiffi
N
p

and a background parameter t=

2 pb(2 s0
2+a2/12)/Na2 that is roughly twice as large as for the

nominal 2D case. The axial localization uncertainty is worse
than the lateral localization uncertainty for a number of rea-
sons. First, the depth of focus d is larger than the lateral spot
width, typically by a factor of about 3. Second, the depend-
ence on the relative background level t has a negative impact,
that is, the ratio of the localization uncertainty with back-
ground to the value without background is worse for the axial
case than for the lateral case. Finally, the defocus makes the
spot size larger and hence the signal-to-background ratio is

also worse than for the nominal 2D case. This effect influences
both the lateral and axial localization uncertainty in a negative
way.

2.3.2. Astigmatic Method

The conclusions for the astigmatic method are largely the
same as for the bifocal method. Now the spot widths in x and
y are given by [Eq. (17)]:

s2
� ¼ s2

0 1þ z � lð Þ2
d2

� �
ð17Þ

with s0 the spot size in focus, z the axial position of the emit-
ter, 2 l the distance between the focal lines, and d a measure
of the focal depth. Clearly, the analysis for the bifocal method
can be adapted to the astigmatic case easily. The only differ-
ence that arises is in the MLE-based uncertainty for the spot
widths in x and y, which is slightly different from the bifocal
case (see the Supporting Information for a derivation). For z =

0 we now find [Eq. (18); as = astigmatic]:

Dzð Þas¼
l2 þ d2

2 l
ffiffiffiffi
N
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 8 tþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

9 t

1þ 4 t

rs
ð18Þ

which differs from the bifocal case only in the last term under
the square root.

2.3.3. Double-Helix Method

The double-helix spot can be modeled by a bi-Gaussian PSF
with lateral positions at [Eqs. (19) and (20)]:

x� ¼ x0 � hcosðpz=2 lÞ ð19Þ

y� ¼ y0 � hsinðpz=2 lÞ ð20Þ

in which h is the distance between the two spots and l> z>
�l defines the axial range. The axial position of the emitter is
then given by [Eq. (21)]:

z ¼ 2 l
p

arctan
yþ � y�
xþ � x�

� �
ð21Þ

In each of the two subspots typically half of the signal pho-
tons are captured, thereby deteriorating the localization uncer-
tainty by a factor of

ffiffiffi
2
p

. In addition, the local signal-to-back-
ground ratio is also decreased by a factor of 2, which makes
the local background parameter t twice as large as the case in
which all signal energy is focused into a single spot. The uncer-
tainty in x� (and y�) is therefore given by a modification of
Equation (7) (N!N/2, t!2 t) [Eq. (22)]:

Dx�j2MLE¼
2 s2 þ a2=12ð Þ

N
1þ 8 tþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 t

1þ 8 t

r !
ð22Þ
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Error propagation then gives the uncertainty for the axial
position as [Eq. (23); dh = double helix]:

Dzð Þdh¼
l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2 þ a2=12

p

ph
ffiffiffiffi
N
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 8 tþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4 t

1þ 8 t

rs
ð23Þ

The double-helix method allows for more degrees of free-
dom in the optical design, characterized by the parameters l,
s, and h, than the bifocal or astigmatic methods. This addition-
al freedom can be used to engineer an optimum compromise
between the axial range l, the lateral localization uncertainty,
and the axial localization uncertainty.[17] The dependence on
the background parameter t, however, is not that different
from the bifocal or astigmatic methods. The same conclusions
on the quality of axial localization compared to lateral localiza-
tion thus also hold here. Figure 4 shows a plot of the relative

increase in axial localization uncertainty with background com-
pared to the value for zero background, in which it is assumed
that the in-focus spot sizes for the bifocal and astigmatic
methods are equal to the spot size of the double-helix
method. All three methods show a similar dependence on
background but the double-helix method is slightly better
than the other two. This largely agrees with previous find-
ings.[17, 21–24]

3. Conclusions

We have demonstrated that three measures for the lateral lo-
calization uncertainty substantially coincide: the CRLB of the
MLE fitting procedure, a concise analytical approximation to
the CRLB, depending only on spot width and signal and back-
ground photon count, and the experimental localization error
obtained from analyzing single-molecule activation events
with run lengths of multiple image frames. All measures are in
mutual agreement within a few percent error.

The increase of the localization uncertainty by a factor of
ffiffiffi
2
p

due to the excess noise of the EM-CCD cannot be distinguish-

ed from an underestimation of the photon count by a factor
of 2 with current image analysis protocols for calibrating the
camera gain. This does not imply that the negative effect of
excess noise on the localization uncertainty is not present. In
fact, recently two different methods have been proposed that
deal with this problem. Chao et al.[31] spread out the image of
a single emitter over a large area, thus lowering the photon
count per pixel to a level at which the excess noise is negligi-
ble. Huang et al.[32] use scientific complementary metal oxide–
semiconductor (sCMOS) cameras, which have no excess noise
and a very low readout noise and a high frame rate, and show
that gains in localization uncertainty as well as image acquisi-
tion speed can be achieved.

We have also generalized the approach for deriving an ana-
lytical approximation to the lateral localization uncertainty to
the case of axial localization. Closed-form expressions for the
axial localization uncertainty for the bifocal, astigmatic, and
double-helix methods are presented. It appears that the axial
localization uncertainty is worse than the lateral localization
uncertainty not only because of the difference between the
axial and lateral spot sizes, but also because of a more unfavor-
able dependence on background level. This background de-
pendence is largely the same for the three methods. In addi-
tion, the more spread-out spots relative to standard 2D locali-
zation induce a lower signal-to-background ratio, thus giving
an overall lower localization uncertainty both in lateral and
axial directions.

Possible next steps in analyzing and improving performance
limits are related to methods that deal with raw images that
are less sparse than for the standard way of operation, for ex-
ample, methods for fitting multiple emitters in one ROI.[33, 34] It
is mentioned that not all of these methods can be character-
ized in a straightforward fashion by a quantitative performance
measure such as the localization uncertainty.[35–38]
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